
8.1.2 Switching and TCP/IP Layers
Switching can happen at several layers of the TCP/IP protocol suite. 

Switching at Physical Layer

At the physical layer, we can have only circuit switching. There are no packets
exchanged at the physical layer. The switches at the physical layer allow signals to
travel in one path or another.

Switching at Data-Link Layer

At the data-link layer, we can have packet switching. However, the term packet in this
case means frames or cells. Packet switching at the data-link layer is normally done
using a virtual-circuit approach. 

Switching at Network Layer

At the network layer, we can have packet switching. In this case, either a virtual-circuit
approach or a datagram approach can be used. Currently the Internet uses a datagram
approach, as we see in Chapter 18, but the tendency is to move to a virtual-circuit
approach. 

Switching at Application Layer

At the application layer, we can have only message switching. The communication at
the application layer occurs by exchanging messages. Conceptually, we can say that
communication using e-mail is a kind of message-switched communication, but we do
not see any network that actually can be called a message-switched network. 

8.2 CIRCUIT-SWITCHED NETWORKS
A circuit-switched network consists of a set of switches connected by physical links.
A connection between two stations is a dedicated path made of one or more links. How-
ever, each connection uses only one dedicated channel on each link. Each link is nor-
mally divided into n channels by using FDM or TDM, as discussed in Chapter 6. 
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Figure 8.3 shows a trivial circuit-switched network with four switches and four
links. Each link is divided into n (n is 3 in the figure) channels by using FDM or TDM.

We have explicitly shown the multiplexing symbols to emphasize the division of
the link into channels even though multiplexing can be implicitly included in the switch
fabric. 

The end systems, such as computers or telephones, are directly connected to a
switch. We have shown only two end systems for simplicity. When end system A needs
to communicate with end system M, system A needs to request a connection to M that
must be accepted by all switches as well as by M itself. This is called the setup phase;
a circuit (channel) is reserved on each link, and the combination of circuits or channels
defines the dedicated path. After the dedicated path made of connected circuits (channels)
is established, the data-transfer phase can take place. After all data have been trans-
ferred, the circuits are torn down. 

We need to emphasize several points here:

❑ Circuit switching takes place at the physical layer.

❑ Before starting communication, the stations must make a reservation for the resources
to be used during the communication. These resources, such as channels (bandwidth
in FDM and time slots in TDM), switch buffers, switch processing time, and switch
input/output ports, must remain dedicated during the entire duration of data transfer
until the teardown phase. 

❑ Data transferred between the two stations are not packetized (physical layer transfer
of the signal). The data are a continuous flow sent by the source station and received
by the destination station, although there may be periods of silence. 

A circuit-switched network is made of a set of switches connected 
by physical links, in which each link is divided into n channels. 

Figure 8.3 A trivial circuit-switched network
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❑ There is no addressing involved during data transfer. The switches route the data
based on their occupied band (FDM) or time slot (TDM). Of course, there is end-to-
end addressing used during the setup phase, as we will see shortly.  

Example 8.1

As a trivial example, let us use a circuit-switched network to connect eight telephones in a small
area. Communication is through 4-kHz voice channels. We assume that each link uses FDM to
connect a maximum of two voice channels. The bandwidth of each link is then 8 kHz. Figure 8.4
shows the situation. Telephone 1 is connected to telephone 7; 2 to 5; 3 to 8; and 4 to 6. Of course
the situation may change when new connections are made. The switch controls the connections.  

Example 8.2

As another example, consider a circuit-switched network that connects computers in two remote
offices of a private company. The offices are connected using a T-1 line leased from a communi-
cation service provider. There are two 4 × 8 (4 inputs and 8 outputs) switches in this network. For
each switch, four output ports are folded into the input ports to allow communication between
computers in the same office. Four other output ports allow communication between the two
offices. Figure 8.5 shows the situation. 

8.2.1 Three Phases
The actual communication in a circuit-switched network requires three phases: connec-
tion setup, data transfer, and connection teardown.

Setup Phase

Before the two parties (or multiple parties in a conference call) can communicate, a
dedicated circuit (combination of channels in links) needs to be established. The end sys-
tems are normally connected through dedicated lines to the switches, so connection setup

In circuit switching, the resources need to be reserved during the setup phase;
the resources remain dedicated for the entire duration of data transfer 

until the teardown phase. 

Figure 8.4 Circuit-switched network used in Example 8.1
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means creating dedicated channels between the switches. For example, in Figure 8.3,
when system A needs to connect to system M, it sends a setup request that includes the
address of system M, to switch I. Switch I finds a channel between itself and switch IV
that can be dedicated for this purpose. Switch I then sends the request to switch IV,
which finds a dedicated channel between itself and switch III. Switch III informs sys-
tem M of system A’s intention at this time. 

In the next step to making a connection, an acknowledgment from system M needs
to be sent in the opposite direction to system A. Only after system A receives this
acknowledgment is the connection established. 

Note that end-to-end addressing is required for creating a connection between the
two end systems. These can be, for example, the addresses of the computers assigned
by the administrator in a TDM network, or telephone numbers in an FDM network. 

Data-Transfer Phase

After the establishment of the dedicated circuit (channels), the two parties can transfer data. 

Teardown Phase

When one of the parties needs to disconnect, a signal is sent to each switch to release
the resources. 

8.2.2 Efficiency
It can be argued that circuit-switched networks are not as efficient as the other two
types of networks because resources are allocated during the entire duration of the con-
nection. These resources are unavailable to other connections. In a telephone network,
people normally terminate the communication when they have finished their conversation.
However, in computer networks, a computer can be connected to another computer
even if there is no activity for a long time. In this case, allowing resources to be dedicated
means that other connections are deprived. 

Figure 8.5 Circuit-switched network used in Example 8.2 
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8.2.3 Delay
Although a circuit-switched network normally has low efficiency, the delay in this type
of network is minimal. During data transfer the data are not delayed at each switch; the
resources are allocated for the duration of the connection. Figure 8.6 shows the idea of
delay in a circuit-switched network when only two switches are involved.  

As Figure 8.6 shows, there is no waiting time at each switch. The total delay is due
to the time needed to create the connection, transfer data, and disconnect the circuit. The
delay caused by the setup is the sum of four parts: the propagation time of the source
computer request (slope of the first gray box), the request signal transfer time (height of
the first gray box), the propagation time of the acknowledgment from the destination
computer (slope of the second gray box), and the signal transfer time of the acknowledg-
ment (height of the second gray box). The delay due to data transfer is the sum of two
parts: the propagation time (slope of the colored box) and data transfer time (height of
the colored box), which can be very long. The third box shows the time needed to tear
down the circuit. We have shown the case in which the receiver requests disconnection,
which creates the maximum delay.   

Figure 8.6 Delay in a circuit-switched network
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