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Introduction

The Chi-square test is one of the most commonly used non-parametric
test, in which the sampling distribution of the test statistic is a chi-square
distribution, when the null hypothesis is true.

It was introduced by Karl Pearson as a test of association. The Greek Letter
X2 is used to denote this test.

It can be applied when there are few or no assumptions about the
population parameter.

It can be applied on categorical data or qualitative data using a contingency
table.

Used to evaluate unpaired/unrelated samples and proportions.



Chi-squared distribution

The distribution of the chi-square statistic is called the chi-square
distribution.

The chi-squared distribution with k degrees of freedom is the distribution
of a sum of the squares of k independent standard normal random
variables. It is determined by the degrees of freedom.

The simplest chi-squared distribution is the square of a standard normal
distribution.

The chi-squared distribution is used primarily in hypothesis testing.
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* The chi-square distribution has the following properties:

1. The mean of the distribution is equal to the number of degrees of
freedom: p=v.

2. The variance is equal to two times the number of degrees of freedom:
02=2%*vy
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3. The y? distribution is not symmetrical and all the values are positive.
The distribution is described by degrees of freedom. For each
degrees of freedom we have asymmetric curves.

Chi-square



4. As the degrees of freedom increase, the chi-square curve
approaches a normal distribution.
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Figure 12.1 The Chi-Square Distribution for Varying Degrees of Freedom.



Cumulative Probability and the Chi-
Square Distribution

The chi-square distribution is constructed so that the total area under the
curve is equal to 1. The area under the curve between 0 and a particular

chi-square value is a cumulative probability associated with that chi-
square value.

Ex: The shaded area represents a cumulative probability associated with a
chi-square statistic equal to A; that is, it is the probability that the value of
a chi-square statistic will fall between 0 and A.
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Contingency table

A contingency table is a type of table in a matrix format that displays
the frequency distribution of the variables.

* They provide a basic picture of the interrelation between two variables and
can help find interactions between them.

Column 1 Column 2 Totals
Row 1 A B R1
Row 2 C D R2
Totals Cl1 C2 N

* The chi-square statistic compares the observed count in each table cell to
the count which would be expected under the assumption of no association
between the row and column classifications.



Degrees of freedom

The number of independent pieces of information which are free to vary, that
go into the estimate of a parameter is called the degrees of freedom.

In general, the degrees of freedom of an estimate of a parameter is equal to
the number of independent scores that go into the estimate minus the
number of parameters used as intermediate steps in the estimation of the
parameter itself (i.e. the sample variance has N-1 degrees of freedom, since
it is computed from N random scores minus the only 1 parameter estimated
as intermediate step, which is the sample mean).

The number of degrees of freedom for ‘n’ observations is ‘n-k’ and is usually
denoted by ‘v’, where ‘k’ is the number of independent linear constraints
imposed upon them. It is the only parameter of the chi-square distribution.

The degrees of freedom for a chi squared contingency table can be
calculated as:

V= (_I\'umber of rows—l)*(Number of columns —1)



Chi Square formula

The chi-squared test is used to determine whether there is a significant
difference between the expected frequencies and the observed
frequencies in one or more categories.

The value of x 2 is calculated as:
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Where, O4, O,, 0Os....0n are the observed frequencies and E4, E,, Ej...E,
are the corresponding expected or theoretical frequencies.

The observed frequencies are the frequencies obtained from the
observation, which are sample frequencies.
The expected frequencies are the calculated frequencies.



Alternate x 2 Formula

Disease

Yes a b a+b
No C d c+d
Total a+c b+d n
> n(ad-bc)’
"7 (a+0)(b+d)@+b)(c+d)

The alternate x 2 formula applies only to 2x2 tables



Characteristics of Chi-Square test

It is often regarded as a non-parametric test where no parameters
regarding the rigidity of populations are required, such as mean and SD.

It is based on frequencies.

It encompasses the additive property of differences between observed
and expected frequencies.

It tests the hypothesis about the independence of attributes.
It is preferred in analyzing complex contingency tables.



Steps in solving problems related to
Chi-Square test

e Calculate the expected frequencies [ _Row Fotak Column Total
- Grand Total

e Take the difference between the observed and expected
frequencies and obtain the squares of these differences
D
(O-E)?

e Divide the values obtained in Step 2 by the respective
expected frequency, E and add all the values to get the
value according to the formula given by:
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Conditions for applying Chi-Square test

The data used in Chi-Square test must be quantitative and in the form of
frequencies, which must be absolute and not in relative terms.

The total number of observations collected for this test must be large ( at
least 10) and should be done on a random basis.

Each of the observations which make up the sample of this test must be
independent of each other.

The expected frequency of any item or cell must not be less than 5; the
frequencies of adjacent items or cells should be polled together in order to
make it more than 5.

This test is used only for drawing inferences through test of the hypothesis,
so it cannot be used for estimation of parameter value.



Practical applications of Chi-Square
test

* The applications of Chi-Square test include testing:
The significance of sample & population variances [0? s & o2 p]

2. The goodness of fit of a theoretical distribution: Testing for goodness of
fit determines if an observed frequency distribution fits/matches a
theoretical frequency distribution (Binomial distribution, Poisson
distribution or Normal distribution). These test results are helpful to
know whether the samples are drawn from identical distributions or
not. When the calculated value of y° is less than the table value at
certain level of significance, the fit is considered to be good one and if
the calculated value is greater than the table value, the fit is not
considered to be good.



Table/Critical values of y?

D Probability

egrees of

Freedom | 095 090 080 070 050 030 020 0.0 | 005 001 0.001
1 0.004 002 006 015 046 1.07 164 271 | 384 664 10.83
2 010 021 045 0.71 139 241 322 460 | 599 921 13.82
3 035 058 101 142 237 366 464 625 | 7.82 1134 16.27
4 071 1.06 165 220 336 488 599 778 | 949 1328 18.47
b 114 161 234 300 435 606 720 924 | 11.07 15.09 20,52
6 163 220 307 3838 535 723 B56 1064 | 1259 16.81 22.46
7 217 283 382 467 635 838 980 1202 | 14.07 1848 24.32
8 273 8349 459 553 734 952 1103 1336 | 1551 20.09 26.12
9 832 417 5388 639 834 1066 1224 1468 | 16.92 21.67 27.88
10 394 486 618 7.27 934 1178 1344 15.99 | 18.31 2821 20.59

Nonsignificant Significant




3. The independence in a contingency table:

— Testing independence determines whether two or more observations
across two populations are dependent on each other.

— If the calculated value is less than the table value at certain level of
significance for a given degree of freedom, then it is concluded that
null hypothesis is true, which means that two attributes are
independent and hence not associated.

— If calculated value is greater than the table value, then the null
hypothesis is rejected, which means that two attributes are
dependent.

4. The chi-square test can be used to test the strength of the association
between exposure and disease in a cohort study, an unmatched case-
control study, or a cross-sectional study.






Interpretation of Chi-Square values

* The x 2 statistic is calculated under the assumption of no association.

e Large value of x 2 statistic = Small probability of occurring by chance alone
(p < 0.05) = Conclude that association exists between disease and
exposure. P(Null hypothesis rejected)

* Small value of x 2 statistic = Large probability of occurring by chance alone
(p > 0.05) = Conclude that no association exists between disease and
exposure. (Null hypothesis accepted)



Interpretation of Chi-Square values

* The left hand side indicates the degrees of freedom. If the calculated value
of x2 falls in the acceptance region, the null hypothesis ‘Ho’ is accepted

and vice-versa.

Acceplance Region

Rejection Region

e

Critical Chi-square
Value



Limitations of the Chi-Square Test

The chi-square test does not give us much information about the strength
of the relationship. It only conveys the existence or nonexistence of the
relationships between the variables investigated.

The chi-square test is sensitive to sample size. This may make a weak
relationship statistically significant if the sample is large enough. Therefore,
chi-square should be used together with measures of association like
lambda, Cramer's V or gamma to guide in deciding whether a relationship
is important and worth pursuing.

The chi-square test is also sensitive to small expected frequencies. It can be
used only when not more than 20% of the cells have an expected frequency
of less than 5.

Cannot be used when samples are related or matched.



Modifications/alternatives to chi
square test

1. Yates continuity correction
2. Fisher’s exact test
3. McNemar’s test



Yates continuity correction

The Yates correction is a correction made to account for the fact that chi-
square test is biased upwards for a 2 x 2 contingency table. An
upwards bias tends to make results larger than they should be.

Yates correction should be used:
— If the expected cell frequencies are below 5
— If a 2 x 2 contingency table is being used

With large sample sizes, Yates' correction makes little difference, and the
chi-square test works well. With small sample sizes, chi-square is not
accurate, with or without Yates' correction.

The chi-square test is only an approximation. Though the Yates continuity
correction makes the chi-square approximation better, but in this process it
over corrects so as to give a P value that is too large. When conditions for
approximation of the chi-square tests is not held, Fisher’s exact test is
applied.



Fisher’s exact test

Fisher's exact test is an alternative statistical significance test to chi square
test used in the analysis of 2 x 2 contingency tables.

It is one of a class of exact tests, so called because the significance of the
deviation from a null hypothesis ( P-value) can be calculated exactly,
rather than relying on an approximation that becomes exact as the sample
size grows to infinity, as seen with chi-square test.

It is used to examine the significance of the association between the two
kinds of classification.

It is valid for all sample sizes, although in practice it is employed
when sample sizes are small (n< 20) and expected frequencies are small
(n< 5).



McNemar’s test

McNemar's test is a statistical test used on paired nominal data.

It is applied to 2 x 2 contingency tables with a dichotomous trait, with
matched pairs of subjects, to determine whether the row and column
marginal frequencies are equal (that is, whether there is "marginal
homogeneity").

Test 2 positive | Test 2 negative | Row total
Test 1 positive a b a+b
Test 1 negative c d c+d

Column total a+cC b+d n



Test 2 positive | Test 2 negative | Row total

Test 1 positive a b a+b

Test 1 negative C d c+d

Column total a+ac bh+d "

The null hypothesis of marginal homogeneity states that the two marginal
probabilities for each outcome

are the same,
i.e. P+ Py=Pg+P.andp.+py=p,+py
* Thus the null and alternative hypotheses are: Ho: po=p
P . Hy: Pb ?E Pe

The McNemar test statistic is:

XE _ (bg;._ '3}2_
+c



Comparing two proportions
(2 by 2 table)

SN

unpaired paired

Fisher's exact McNemar's test?
Test

Chi-square test




EXAMPLES:

Estrogen supplementation to delay or prevent the onset of
Alzheimer's disease in postmenopausal women.

Alzheimer's onset
during 5-year period
MO fes
receivad |Yes| 147 g 156
estrogen | yg 810 158 968
a5y 167 1,124

The null hypothesis (H,): Estrogen supplementation in postmenopausal women is
unrelated to Alzheimer's onset.

The alternate hypothesis(H,): Estrogen supplementation in postmenopausal
women delays/prevents Alzheimer's onset.



Alzheimer's onset
during 5-year period

Mo Yes
eceived |Yes 147 g 156
estrogen | g 810 158 968
957 167 1,124

Of the women who did not receive estrogen supplementation, 16.3%
(158/968) showed signs of Alzheimer's disease onset during the five-
year period; whereas, of the women who did receive estrogen
supplementation, only 5.8% (9/156) showed signs of disease onset.



* Next step: To calculate expected cell frequencies

Alzheimer's onset
during 5-year period
. Mo Yes
Alzheimer's onset
during 5-year period Ea = Ep =
156x957 | 156x167
No fes Yes 156
1124 1124
caceived | Yes| 147 9 | 156
estrogen | o | 810 158 | 968 | | received = 19282 | = 2318
estrogen E. = Eg =
QL7 167 1,124
068x957 | 968x167
ND 968
1124 1124
= 824.18 |= 143.82
957 167 |1,124




Alzheimer's onset
during 5-year period
Mo Yes
147 9
received ves| 132,82 23.18 156
estrogen - -
Mol g24.18 | 143.82 | °°°
957 167 1,124
(|0 — E|—.5)2

= 2

E




Alzheimer's onset
during 5-year period

Mo

Yes

received
estrogen

(| 147—132.82]-.5)2

(|9—23.18]-.5)2

Yes 132.82 23.18

= 1.41 = 8.07
(|s10—824.18|-.5)2 | (| 158—143.82|-.5)2

No 824.18 143.82

= 0.23 = 1.3

IE

sum.

= 11.01

The next step is to refer calculated value of chi-square to the
appropriate sampling distribution, which is defined by the
applicable number of degrees of freedom.




For this example, there are 2 rows and 2 columns. Hence,

df = (2—1)(2—1) =1

Sampling Distribution of Chi-Square for df=1

Level of  Critical Walue

Significance  of chi-square
prerennememeene e .05 3,84
-E:- H
= frerernamemeoeinasesnenene e 025 5,02
o a
- o 01 663
o I 005 788
P freeeneees o0l 10,83
' | ' | ' | ' | ' | ' |
0 2 4 2 10 &1z
y.



The calculated value of x2 =11.01 exceeds the value of chi-square (10.83)
required for significance at the 0.001 level.

Hence we can say that the observed result is significant beyond the 0.001
level.

Thus, the null hypothesis can be rejected with a high degree of
confidence.



A sociological study evaluated the characteristics of marriage by religion; 256 people were
surveyed for religion and marital status. The results were as follows:

Protestant Catholic Jewish None Other Total

Never 29 16 8 20 0 73
Married 75 21 11 19 1 127
Divorced 21 6 3 13 0 43
Separated 8 3 1 0 1 13
Total 133 46 23 52 2 256

[s there a relationship between marital status and religion?

SYSTAT - chi-squared output

WARNING: More than one-fifth of fitted cells are sparse (freguency < 5).
Significance tests computed on this table are suspect.

Test statistic Value df Prob
Pearson chi-squared 22.718 12.000 0.030




Omitting sparse cells: Leave out ‘other’ and ‘separated’:

Protestant Catholic Jewish None Total
Never 29 16 8 20 73
Married 75 21 11 19 126
Divorced 21 6 3 13 43
Total 125 43 22 52 242
Test statistic Value df Prob
Pearson chi -squared 10.368 6.000 0.110

There is no statistically significant difference between the groups (p=0.11)



EX: McNemar’s test

* A researcher attempts to determine if a drug has an effect on a particular
disease. Counts of individuals are given in the table, with the diagnosis
(disease: present or absent) before treatment given in the rows, and the
diagnosis after treatment in the columns. The test requires the same
subjects to be included in the before-and-after measurements (matched
pairs).

* Null hypothesis: There is no effect of the treatment on disease.

After: present | After: absent | Row total

Before: present 101 121 222
Before: absent 59 33 92
Column total 160 154 314
> (121 — 59)E
X = 121+ 59

 x2 has the value 21.35, df = 1 & P < 0.001. Thus the test provides strong
evidence to reject the null hypothesis of no treatment effect.
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